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Abstract— Ant Colony Optimization is a metaheuristic 

algorithm used for solving complex combinatorial optimization 

problems.  With inspiring the algorithm implementation by the 

biological behavior of ants, multiple solutions were proposed in 

literature to provide solutions for many problems.  Based on the 

behavior of real ants, Ant Colony Optimization algorithm 

represented good results to several well-known complex 

problems, such as the travelling salesman problem. The main 

objective of travelling salesman problem is established to find the 

shortest visit through a given number of locations, taking into 

consideration that every city is visited only once.  In this paper, 

several implementations for optimization algorithm are 

examined and analyzed. These techniques are applied to 

travelling salesman problem, based on tuning multiple 

parameters, in which they are affecting the cost of the algorithm 

and maximizing the performance to reach the best path. It was 

found that the cost increases with both Number of visited cities 

and evaporation rate, while it decreases with both number of ants 

and number of iterations.  

Keywords— ant colony; optimization; travel salesman problem; 

metaheuristic algorithm 

I. INTRODUCTION 

 
Dorigo in the 1990s [1], suggested that ant colony 

optimization (ACO) is a metaheuristic algorithm based 

on swarm intelligence (SI).  It is inspired by swarm’s 

behavior, as it is composed of many individuals, who are 

all homogenous, in which all local communication based 

on simple rules and well self-organized mechanisms [1, 

2]. Followed by Dorigo’s research, many researchers 

start using “artificial ants” to solve difficult 

combinatorial problems.  Based on the behavior of real 

ants, ACO represented good results for several well-

known complex problems, specially scheduling 

problems and vehicle routing problems [2, 3]. 

 

Inspiring source of ACO is based on ants’ behavior 

in seeking for food, by following behavior of real ants, 

which used chemical pheromones as a communication 

medium [1]. The colony consists of simple creations, 

called (artificial) ants, using a pheromone for 

communication as they mark their previous paths. The 

pheromone is used in ACO to serve ant as medium for 

communicating distributed, which the ants use to 

probabilistically construct paths for food [4].  

 

In the real life scenarios problem which is being 

solved in similar mechanism; the ants adapt their paths 

trails during the seeking for food to reflect their search 

experience for food to attract another ants [5].  

 

ACO has been used in several classes of problems, 

such as vehicle routing [3], examination of scheduling 

problem and scheduling tasks [2, 6]. The meaning of an 

ant’s move is highly dependent on the graph 

representation of the problem. For example, ACO 

algorithm was used for solving the Traveling Salesman 

Problem (TSP) [3]. The main objective of TSP is to find 

the shortest visit through a given number of locations, 

taking into consideration that every site is visited only 

once [5]. It is solved by representing each node of the 

graph as a city and each path has a weight corresponding 

to the distance between the cities. When the ant moves 

from one location to another, it means that it travel 

between two corresponding cities. TSP is a standard 

problem of combinational optimization of procedures 

research area. There are several implementations for this 

problem such as vehicle routing, clustering data arrays 

and many others problems [4-6]  

 

In this work we represent the mathematical 

background for ACO optimization algorithm; examining 

the algorithm optimization solutions proposed for 

solving problems such as TSP. Several implementations 

for optimization algorithm are examined and analyzed. 

These techniques are applied to TSP based on tuning 

multiple parameters, in which they are affecting the. 

These implementations of the algorithm were carried on 

matlab environment.   

II. BACKGROUND 

The notion behind ACO is based on the ‘‘natural’’ 

algorithm used by real ants to generate a near-best path 

between their nest and the food source. It is known that 

ants are blind, deaf, and almost dump. While their 

behavior directed to the survival of the colony [3, 4]. 

During their seeking food process, ants deposit chemical 

substances called pheromones on their way back to their 

nest that form atrial for other ants. Other ants sense the 

chemical pheromone, and the paths become with highly 

probability to be visited next time. The ants in the next 

rounds become interested to the marked paths; the more 

pheromone that is released on a path, the more attractive 
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that path becomes. This marked trial attracts other ants on 
next seeking food process [5, 6].  

 

The pheromone is subjected to be evaporated over 

time. This evaporation rate will be more significant along 

longer paths. So, shorter paths are refreshed more 

rapidly, and being more likely to be visited in next 

seeking food process; therefore having the chance of 
being more frequently explored by other ants [1, 3].  

 

This simple scheme for ants seeking food is described 

in figure (1). Initially, ants tend to seek food randomly; in 

the left part, as they start to mark their paths using 

pheromone; then the path would be determined and with 

highly chance to be visited by the next seekers as shown 

in right part on figure (1). Naturally, ants will visit the 

marked paths and tend towards the most efficient path 

due to the fact that it characterized by the highest density 

of chemical pheromone, which is the main 

communication medium being used by ants [4, 5]. 

Figure (1): Ants seeking for food using pheromone 

communication scheme 

 

The main goal of TSP is finding the shortest tour 

through a set of cities starting from one city and going 

through all other cities once and only once, returning to 

the starting city [6-9]. TSP also means finding the 

shortest Hamiltonian path in a fully connected graph; this 

implies that TSP belongs to the class of non-deterministic 

polynomial-time hard problems (NP). Based on the 

solutions afforded in literature there is no efficient 

algorithm for solving TSP. The goal is to minimize the 

total distance length (reach best path in term of distance) 

[12, 13, 14].  

Dorigo create computational agents called ants and 

mimic the behavior of real ants going from their nests to 

a food source. To do so, the “artificial ants” (called just 

“ants”) are placed on a graph and forced to move towards 

food in different paths. Each single movement of the ant 

on the graph generates another piece of the solution. The 
set of moves generated the full problem solution [5, 6]. 

 The statement of the problem in TSP is simple; it 

remains one of the most challenging hard problems for 

computer researchers; because it is difficult to find the 

shortest closed tour that connects all the given cities by 

the given tour. TSP is consisted of a list of cities and the 

task is to find a shortest possible tour that visits each 
location/city exactly once [7, 10].  

 

As shown in figure(2) and based on the ACO 

algorithm behavioral, the TSP could be identified the 

salesman workers as the ants working in the colony, the 

cities are the node of food, and the paths for the food 

identifying the route of salesman visits for each city. 

Finding the shortest path for the cities visits could be 

inspired by ACO algorithm behavior [9, 10, 11]. 

Figure (2): ACO algorithm provide solution for the TSP 

 

III. ACO algorithm and TSP 

 

Ant Colony algorithms are usually used to solve the 

minimum cost problem [11, 12]. This work will discuss 

the solutions afforded to the TSP using ACO 

optimization algorithm. The two main phases of the ACO 

algorithm are the ants' route construction and pheromone 

update, they leads to find the shortest path and generate 

the minimum cost to solve the problem [14-16]. The 

algorithmic steps are shown in table (1). This algorithm 
can be explained as follows [1]:  

1) Each iteration begins with the positioning of the 

ant on a starting node following a specific 

transition rule. 

2) All ants are then moved according to a transition 

rule, until they create a complete solution (a 

solution is a set of moves and will represent the 

shortest distance) [2].  

3) To choose the next node, the transition rule is 

being chosen based on the probability of an ant 

choose a path. This probability is normally 

calculated in each step to determine the next 

node will be chosen to be visited [9]. ACO 

algorithm represented a good solution for TSP in 
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the literature; this algorithm flowchart is 

described in figure (3).  

 
Table (1): The ACO pseudo-code [1] 

 

 

Figure (3): ACO algorithm solved the TSP 

 

The ants are representing workers (salesman) in the 

colony [3]. There are two working modes for the ants; the 

forwards or backwards. The ant memory allows them to 

retrace the path which was followed while searching for 

the next desired node [9]. By Keep moving backward on 

their memorized paths, ants leave pheromone on the 

paths they traversed. The best path is constructed using 

two main phases in the previous code of ACO, the path 

construction and the pheromone update [3]; in the path 

construction phase, number of ants concurrently building 

their tours beginning from starting nodes which were 

selected  randomly in the network of number of nodes 

(represent cities in TSP). At each construction step, any 

ant say ant (k) currently at selected node, say node (i) 

applies a probabilistic random proportional rule to decide 

which node to go next [4, 6]. The ants select the move to 

expand its path by taking into account the following two 

values: Heuristic function (ῃij) and Level of pheromone 

(
)(tij

 ) described in table (2) and equation (1):  

 
Table (2): ACO important parameters [1, 3] 

Values Description 

Heuristic function 

 
ijn

 

Represents the preferable path for the ant to move 
at each step 

Calculated as the inverse of the distance/cost on the 

path from node i to node j 

Level of pheromone 

 
)(tij

 

Level of pheromone on the path between nodes (i,j) 

 

Given these parameters, the probability with which 
the ant chooses to go to node (n) in the next tour :  

 

 

 

 

               

 

If node (n) belongs to . And )(tpij = 0, otherwise. 

 

 

 

(1) 

Where,  is the adjacent neighborhood, (α) and (β) 

are heuristic parameters. Each ant maintains a memory of 

the nodes already have been visited in previous iterations 

[3]. Once all ants have completed a tour, the pheromone 

trails are updated. This is done by first lowering the 

pheromone levels on all paths benefits of evaporation 

process; in order to force the running of the algorithm to 

forget bad solutions and encourage exploration of new 

paths) and then adding pheromone to the paths that have 

been traversed[2, 9]. The Ant Colony Optimization 

algorithm has the following main functions [1, 3]: 

 

a) Route Construction: During the path 

construction, ant k, located at node (i), moves to 

node (n) chosen according to the following 

pseudorandom proportional rule: 

A random variable say (q) which is uniformly 

distributed over [0; 1], and if q > q0 the node (n) is 

chosen according to the equation (1), using α = 1. 

Otherwise, choose n by equation (2) below.  

N= arg max j E  { (ῃij )( Ƭij ) β } (2) 
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With probability q0, the ant makes the best move 

described by the pheromone trails and heuristic 

information (investing the learned knowledge), and with 

probability = (1- q0) it performs a biased discovery of the 

paths [3, 5, 6]. 

b) Pheromone Update: The ants uses two types of 

pheromone updates to maintain the paths 

knowledge which being learned and memorized 

from the past tours; global and local in which 
they are described in table (3): 

 
Table (3): ACO Pheromone updates types [1, 3] 

 

The pheromone deposit is updated into two main 
strategies: 

a) A positive reinforcement strategy of the 

algorithm and it tends to provide the best 
solutions [1, 3].  

b) A negative reinforcement strategy, or called 

pheromone evaporation, formulated as a 

multiplication of all pheromone values by a 
heuristic coefficient (0 < ρ < 1).  

After multiple iterations, the best solution will tend to 

eliminate the poor ones, allowing all the ants to choose 

one single route and declared the best path at the end of 
algorithm execution [9, 10]. 

 

IV. Implementation of ACO in Matlab environment  

 

In this section matlab environment was used to 

execute the algorithm of ACO in different 

implementation and multiple tuning parameters. The 

code and implementation of ACO was published on the 

math work website [15]. It was freely downloaded and 

being used with different values for different experiments 

to evaluate the performance of ACO optimization 
algorithm.  

The full source code was downloaded and being 

implemented with different parameters [15]. This work 

highlighted the main factors affecting the algorithm 

performance. Multiple parameters are being tuned to 

reflect the optimization factor for the algorithm; the 
parameters are described as follow: 

 

a) The number of worker in the colony affecting the 

overall cost of the algorithm. This part described 

the effect of changing the ant’s number in each 

execution, and collecting the results for cost 

(distance); the cost reduction was highlighted in 

this experiment, when the increase of the 

workers in the colony happened (the number of 

ants in each execution). Table (4) and figure (4) 

described the results.  
 

Table (4): Experiment 1.a parameters and results 
 

 

 

 

 

 

Figure (4): Experiment 1.a results 

 

b) The number of cities in the colony affecting the 

overall cost of the algorithm. This part described 

the effect of Changing the cities number in each 

execution, and collecting the results of cost; the 

cost growth is highlighted in this experiment; as 

the algorithm will take less cost (less trip length)  

if the number of cities was reduced. Table (5) 
and figure (5) described the results.  

 

Table (5): Experiment 1.b parameters and results 

 

 

Type Local update Global update 

Description 

 

performed every 

time an ant 

traverses an path 

between nodes (i,j) 

It is only carried out by the ant 

that finds the best tour so far. 

It enables the algorithm to 

converge faster by concentrate 

the search around the best path. 

Equation 

 

τij ← (1 – ξ)τij + ξτ0, 

(3) 

(4) 

Parameters 

Where  

0 < ξ < 1 

τ0 is the initial 

pheromone 

τ0 = (NLnn)-1 where 

Lnn is the length of 

the nearest neighbor 

tour (nearest 

unvisited node). 

Where 

delta Ƭ bs ij = (Lbs)-1 

ρ, is a parameter governing 

decay:   

0 < ρ < 1 

Tbs is the best found tour so far 

with Lbs its length. 

%% ACO Parameters 

Number of Iterations =1000 

Number of Ants =changed  

Number of cities=1000 

Evaporation Rate=0.4817 

Number of 

Ants 

Cost 

(Distance) 

20 531 

40 522 

80 514 

160 512 

%% ACO Parameters 

Number of Iterations =1000 

Number of Ants =20  

Number of cities=changed 

Evaporation Rate=0.4817 

Number of 

cities 

Cost 

(Distance) 

250 130 

500 268 

1000 525 
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Figure (5): Experiment 1.b results 

 

c) The number of iterations in which the ant will conduct 

to solve the problem affecting the overall cost of the 

algorithm. This part described the effect of changing 

the iterations number in each execution, and 

collecting the results of cost; the cost reduction is 

highlighted in this experiment; as the algorithm will 

take less cost (less trip length) if the chance of the 

algorithm will increase to be solved (by increasing the 

iterations). Table (6) and figure (6) described the 

results. 

 

Table (6): Experiment 1.c parameters and results 

 

Figure (6): Experiment 1.c results 

 

d) The evaporation rate of the pheromone in which the 

ant will used to marked up the trip paths for each city 

affecting the overall cost of the algorithm. This part 

described the effect of changing the evaporation rate 

in each execution and collecting the results of cost; 

the cost reduction is highlighted in this experiment; as 

the algorithm will take slower rates in updating the 

pheromone values in each iteration carried by the 

algorithm.  The increases in the evaporation rate value 

will surely maximize the algorithm cost. Table (7) and 

figure (7) described the results. 

 

 

 

 

 

 

 

 

 

Table (7): Experiment 1.d parameters and results 

 

 

 

Figure (7): Experiment 1.d results 

 

V. Conclusions 

 

ACO algorithms inspired many applications to be solved in 

real life problems, such as the TSP. The first example inspired 

by an algorithm of Ant System, was proposed solution for the 

well-known TSP. In this work implementation and simulation 

for the behavior of ACO was provided, and the best gain in 

performance to solve the TSP problem was given. Multiple 

experiments were executed to provide the best path (minimum 

distance) in such ways. By concentrating on main parameters 

which affecting the algorithm performance. Different 

implementation for the algorithm using main parameters, 

which could be tuned to gain the best performance, such as 

number of ants, number of cities, number of iteration and the 

evaporation rate. Each parameter affected the control of the 

execution of the algorithm in different ways, and played a 

significant role in the performance measures. With encouraging 

initial results for TSP solved by ACO algorithm in the 

literature,  and despite the fact that ACO didn’t provide the best 

solution for such problems usually,  it still play an important 

role of further research both on algorithmic and application 

disciplines. This leads to obtain much better computational 

performance. The ACO metaheuristic still providing a common 

solution framework for common applications and state of arts 

problems.  

%% ACO Parameters 

Number of Iterations 

=changed 

Number of Ants =20  

Number of cities=1000 

Evaporation 

Rate=0.4817 

Number of 

iteration 

Cost 

(Distance) 

50 530 

250 521 

500 514 

1000 512 

%% ACO Parameters 

 

Number of Iterations 

=1000 

Number of Ants =20  

Number of cities=1000 

Evaporation Rate=changed  

Evaporation rate Cost 

0.00005 509 

0.0005 518 

0.005 520 

0.05 522 

0.125 526 

0.25 528 

0.4817 534 
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